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Summary 

This research presents an innovative approach to modeling and predicting the heating and 

cooling demands of buildings using a simple and fast data-driven model. The research is set 

within the context of Model Predictive Control (MPC) systems, which optimize building energy 

use by predicting variables and adjusting control inputs accordingly, embodying the principles 

of industrial ecology by integrating technical, economic, and social dimensions of 

sustainability; enhancing energy efficiency, reducing CO2 emissions, and improving occupant 

comfort, which are key goals of industrial ecology. From the available modelling methods: 

white, black, and grey box models, to model and predict the heating and cooling demand, a grey 

box model: multivariate linear regression model with as input actual data selected based on the 

thermal energy balance and Pearson correlation coefficients. A case study on two rooms: an 

office and a classroom in the Haagse Hogeschool in Delft serves as the practical application of 

the developed model. Several models are developed; static and dynamic models, and using 

different independent variables; indoor surface temperature, outdoor temperature, indoor air 

temperature, internal heat gains, wind speed and solar light intensity. A accuracy, expressed in 

the R2 value between  22.52% and 78.57% is achieved with modelling the heating and cooling 

demand. The developed models are not able to predict the heating and cooling demand, due to 

multicollinearity between independent variables, overfitting and endogeneity. 
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1. Introduction 

The biggest 21st-century challenge is reducing climate change. The weather patterns of the 

earth are changing due to the increase in greenhouse gas emissions since the Industrial 

Revolution in the 18th century. Greenhouse gases include CO2, CH4, N2O, SF6, and NF3. HFK, 

CFK and PFK (Calvin et al., 2023). An increase in these greenhouse gasses in the atmosphere 

causes an increase in heat absorption in the atmosphere (Calvin et al., 2023). A big share of 

this heat is absorbed by the earthôs surface. The temperature of the earth's surface increases, 

and a part of this heat is emitted back to the atmosphere, however, due to the greenhouse gases, 

a part of this heat is reflected to the earth's surface. The changing weather patterns have a 

negative effect on the environment which affects human society (Calvin et al., 2023). Effects of 

climate change are increased sea levels, higher temperatures, losses of biodiversity, more 

extreme weather conditions, melting of permafrost, pressure on ecosystems, and a threat to 

food supply security (Calvin et al., 2023).  

 

To reduce these effects of climate change on the environment there are international 

treaties between countries. The front-runner was the Kyoto Protocol, signed in 1997 (Cary & 

Stephens, 2024) A follow-up treaty is the Paris Agreement in 2015, where the goal is set to 

reduce global warming to 1,5 degrees Celsius, with a maximum of 2 degrees Celsius (UNFCCC), 

2015). To achieve these goals, each involved country must translate this into policies. In the 

Netherlands, an agreement (Klimaatakkoord) was reached between the Dutch government and 

companies in 2019 (Dutch Parliament, 2019) . The Dutch climate goal is to reduce the national 

emissions of greenhouse gases to 55% by 2030, in comparison to 1990, the pursuance is to 

reduce to 60%. In 2050, the Netherlands should be climate neutral. Agreements are made for 

the sectors; of electricity, built environment, industry, mobility agriculture, and land use.  

 

A key player in the energy transition to achieve the climate goals is the building sector. 

In the European Union, the building sector consumes 47% of the final energy demand to heat 

and cool buildings. Within households, 86% of final energy use is used for heating, commerce, 

services, and agriculture this share is 76% (Santamarta et al., 2021). Within the 

Klimaatakkoord the goal is set for the building sector to be CO2 neutral by 2050. The building 

sector needs to increase energy efficiency, save energy, and integrate renewable energy sources 

into the supply of energy (Dutch Parliament, 2019) . To integrate more renewable energy 

sources, besides the use of green electricity, more renewable energy sources are needed to be 

used to heat and cool a building.  
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The context of this research is shown in Figure 1. The assumption is made that the 

building relies solely on electricity, with no connection to the gas grid for heating and cooling. 

The current electricity production includes both green electricity from renewable sources like 

wind and solar, and grey electricity from fossil fuels. As the production of green electricity 

increases, there is a decrease in the use of fossil fuels, resulting in lower CO2 emissions. 

However, the growing production of renewable energy sources, including prosumers, is putting 

pressure on the electricity grid, leading to imbalances and network congestion. 

To address this issue, there is a need to optimize the electricity demand and supply 

using model predictive control (MPC). With MPC, data is collected from the electricity supply, 

the grid, and the building, and is used to predict electricity consumption f or heating and 

cooling, as well as the production of renewable energy. This allows for the adjustment of 

electricity demand during times of high green electricity availability, leading to lower CO 2 

emissions, increased usage of renewable energy sources, balanced electricity, reduced network 

congestion, and the possibility of reducing the electricity  bill . 

Figure 1 illustrates the relationship between renewable energy sources, fossil fuels, the 

electricity grid, and buildings. The green dashed arrows represent data collection and 

optimization flows  as part of MPC, highlighting the feedback loop within the system.  

In the context of industrial ecology, this research emphasizes the interaction between 

different components of energy production, distribution, and consumption. Industrial ecology 

focuses on optimizing resource use and minimizing environmental impact throu gh a holistic 

approach. By integrating renewable energy sources by employing MPC, the system achieves 

higher efficiency and sustainability, embodying the principles of industrial ecology. This 

approach not only reduces CO2 emissions but also enhances the resilience and reliability of the 

electricity grid, promoting a more sustainable and balanced industrial ecosystem. 
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Figure 1: schematic overview of the context of this research 

 

This research is part of the Brains4Building project,  a multi -stakeholder and multi -

year initiative aiming to research and develop a Model Predictive Control (MPC) framework 

for buildings. The goal is to reduce energy consumption, increase comfort, respond flexibly to 

user behaviour and local energy supply and demand, and save on installation maintenance 

costs (by fault detection). Part of that project is to develop a model to model and predict the 

heating and cooling demand. 

This study focuses on modelling and predicting the heating and cooling demand of 

buildings as part of MPC, using a simple, fast, data-driven multivariate linear regression model 

based on the thermal energy balance and with the use of actual data (grey box modelling) as 
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part of Model Predictive Control (MPC). Traditional models: white box and black models, have 

limitations in terms of complexity and data requirements (Rasooli & Itard, 2020). This 

research aims to address these limitations by developing a model that leverages measurable 

data inputs like indoor surface temperature and outdoor temperature.  

The primary objective of this study is to determine whether it is possible to model and 

predict the heating and cooling demand of a building for seven hours in advance using actual 

data. This involves developing a model that can be validated with real-worl d data and refined 

to improve accuracy by adding and removing variables. The case study for this research is the 

Haagse Hogeschool building in Delft, a highly energy-efficient building equipped with 

advanced heating and cooling systems, which enable the use of real-time data. The following 

research question is asked:  

Is it possible to model and predict for 7 hours in advance the heating and cooling 

demand of a building during opening hours with actual data as input for a simple, fast and 

data -driven model?  

The following structure will be followed. To answer the main research question is divided into 

sub-questions and report chapters. A research flow diagram, is shown in Figure 2. First, a 

literature review is conducted to further explain model predictive control and the potential of 

modelling and predicting the heating demand, to emphasise the social and academic relevance 

of this study. After this, the existing modelling and predicting models to model and predict the 

heating and cooling demand are explained, to identify the most fit to purpose modelling 

method. After the literature review, the model methodology including the required data inputs. 

Thereby the following sub-research question will answered:  

What are the data inputs of the multivariate linear regression model and which statistical 

validation and search process are used to build the model? 

This model is applied to a real case study: the Haagse Hogeschool in Delft, where the selected 

rooms are explained, data from these room is gathered. For each variable, it  will be discussed 

how the data is collected and if the data is complete, whereby the following sub-research 

question is answered:  

How is the required data collected for each variable, and is this data set complete? 

To understand how the variables are correlated to the heating or cooling demand, a data 

analysis is performed with the use of the Pearson-correlation coefficient . This gives insight into 

the accuracy of the model. The following sub-research question is answered:  

How are the variables and the heating and cooling demand correlated to each other, and 

which variables will significantly contribute to a higher model accuracy?  
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Models to model and predict the heating and cooling demand are developed. Different 

combinations of variables and time delays will be used. The following sub -research question 

will be answered:  

What is the best combination of independent variables in the model to achieve the highest 

accuracy in modelling the heating and cooling demand?  
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Figure 2: reseach flow diagram 
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2. Literature review 

The literature review starts with an explanation of Model Predictive Control, to explain the 

context of the development of a model to model and predict the heating and cooling demand 

of the office. After that, the potential of modelling and predicting the heating and cooling 

demand within an MPC is explained, which was already shortly introduced in the introduction 

with the connection to the field of Industrial Ecology. The last part of the literature review will 

explain the different model approaches, and what results in a selection of the used model. 

2.1. Model Predictive Control (MPC)  

Model Predictive Control (MPC) is a control strategy used to improve the performance of 

HVAC and other (heating and cooling) building systems. It works by predicting the variables 

and making adjustments to control inputs accordingly. This method involves creating an 

optimization problem that aims for example to minimize a cost function, to use more 

renewable energy sources (RES) (during a high supply of RES) or to increase the thermal 

comfort (Chen & You, 2023) while considering system dynamics and constraints. By using 

MPC, buildings can effectively manage energy usage systematically and flexibly while ensuring 

occupant comfort and meeting operational goals. One of the main challenges for widespread 

application of MPC is the development of a user-friendly, control -oriented, accurate, and 

computationally efficient building modelling  (DrgoŔa et al., 2020).  

Figure 3 shows the controlled physical system: the building. The room temperatures (Ù) are 

affected by (Ä, as weather conditions, they are predicted by weather forecasts (Ä) and heat 

flows through the building ( Õ). The estimator estimates the effect of the room temperatures on 

the building s thermal mass temperatures (Ø). The predicted building thermal mass and the 

predicted disturbances (Ä) are used as data input for the building model . The building model 

predicts the future building thermal mass temperatures for 1 timestep later (8 ). With these 

predictions, the cost function and constraints (for example thermal comfort ranges) are used 

to solve the optimization problem, which results in a cost -effective heat flow (Õ) within the 

thermal comforts and that the actions are feasible and safe. This is a constant loop, where 

prediction is done for the building surface temperatures and the disturbances, whereby a 

prediction horizon ( .) is stated (for example a prediction of 7 hours).  
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Part of an MPC is the required building energy simulation tool. The development of these tools 

emerged around 50 years ago and can be divided into four generations (Kwak et al., 2015).  

1. First Generation: Early models provided a basic performance indication for buildings. 

They were easy to use but difficult to apply to real-world scenarios due to limited 

computational power. These models were simplified and segmented, lacking 

integration and often hiding deficiencies(Kwak et al., 2015). 

2. Second Generation (mid-1970s): These models included time dynamics, using the 

dynamic response of constructional elements to capture the time-delaying effect of a 

building's thermal mass. While still simplified, they began to address the temporal 

aspects of building dynamics(Kwak et al., 2015). 

3. Third Generation (mid-1980s): With increased computing power, integrated modelling 

emerged, considering thermal, visual, and acoustic performance together. Space and 

time dimensions were treated as independent variables, meaning energy transfer 

processes could not be solved in isolation, enhancing the models' accuracy and real-

world applicability(Kwak et al., 2015). 

4. Fourth Generation and Beyond (mid-1990s): These models featured domain 

integration and program interoperability, closely matching reality. Intelligent, 

knowledge-based systems became fully integrated and network-compatible. These 

tools were easy to use and interpret, predictive, multi-variable, ubiquitous, and 

accessible, with transparent deficiencies(Kwak et al., 2015). 

Around the third and fourth generation, around the late eighties, when the models became 

more integrated, the concept of MPC emerged for supervisory control of building energy 

 

Figure 2: visualization of the parts of MPC k is timestep (DrgoŔa et al., 2020) 
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management systems, despite the limited computer power (Bianchini et al., 2016). The use of 

MPC to save load, electricity-market-related control, and control based on the building thermal 

capacity determined by the thermal mass is studied in several studies (Kwak et al., 2015). MPC 

research in buildings has evolved to include both optimization and probabilistic methods. 

Optimization studies have enhanced HVAC system (and other thermal supply systems) design 

and control, leading to significant energy savings and improved comfort. Probabilistic studies 

have introduced methods to handle uncertainties, making control systems more robust and 

adaptable. Together, these approaches are pushing the boundaries of building energy 

management, leading to smarter, more efficient buildings (Kwak et al., 2015). 

An example of a probabilistic approach is the study of Chen & You (2023). They proposed a 

data-driven robust model predictive control (DDRMPC) framework to address building 

climate control with a renewable hybrid energy system (geothermal heat pump, photovoltaic 

panel, and an electricity storage battery) under weather forecast uncertainty. A data-driven 

model (with the use of machine learning) is used to investigate the forecast errors of the 

weather conditions. The optimization problem of the MPC was to ensure thermal comfort, 

enhance energy efficiency, and reduce costs. The research highlights the potential of advanced 

clustering techniques in managing the complexities of building energy systems, ensuring a 

balance between renewable energy use and maintaining indoor comfort levels while addressing 

the challenge of uncertainties of weather variables predictions. 

The study of Bianchini et al. (2016) discusses the optimization of building heating systems 

using Model Predictive Control (MPC) within the framework of demand-response (DR) 

programs. Optimization was used to minimize energy costs and maximize efficiency by solving 

complex algorithms that predict future energy needs and adjust system parameters 

accordingly. Probabilistic methods, on the other hand, incorporate uncertainty and variability 

in predictions, allowing for more flexible and robust control strategies. The proposed heuristic 

optimization approach decouples the problem into smaller sub-problems, reducing 

computational complexity and making real-time application feasible. Testing with the 

EnergyPlus simulator (later further explained) on different building scales showed the 

heuristic approach provides near-optimal solutions efficiently. The research demonstrates how 

combining optimization and probabilistic methods in MPC can effectively balance energy 

savings, cost reduction, and occupant comfort while managing the uncertainties inherent in 

energy demand and supply. 
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2.2. Potential of modelling and predicting heating and cooling 

demand  
 

The aim of the second part of the literature review is to explain the scientific and social 

relevance of the development of a fast simple data-driven model to predict the heating and 

cooling demand of a building as part of a model predictive control (MPC). The following sub -

research question will be answered:  

How could predicting the heating and cooling demand  contribute to reducing the 

environmental impact of the building sector?  

The energy demand of a building is determined by the outside temperature, physical building 

characteristics, socioeconomics, and occupant behaviour and preferences (Peplinski et al., 

2024) . The decarbonization of the energy system in the Netherlands requires a change towards 

smart grids and buildings (Lund et al., 2014; Marszal-Pomianowska et al., 2024; Norouzi et 

al., 2023). A prediction of the heating and cooling demand as part of Model Predictive Control 

(MPC) of a building is required to achieve demand flexibility (S. Yang et al., 2024). The 

potential of forecasting the heating and cooling demand of a building to reduce the 

environmental impact of the building sector is divided into three dimensions; technical, 

economic, and social.  

 

Before the potential of predicting the heating and cooling demand can be described, it is 

essential to explain how the supply of heat or cold is connected to the electricity grid. The 

heating demand in the Netherlands is mostly supplied by the direct use of fossil fuels in 

buildings, this is mostly natural gas. In the building sector, there is of electrification, this is the 

transition from the use of fossil fuels to the use of electricity (from renewable energy sources). 

An example of this is the replacement of a natural gas boiler with an (electrical) heat pump to 

heat or cold a building. In this way, the heating and cooling demand is getting more connected 

to the electricity grid (Hoseinpoori, 2022).   

2.1.1 Technical potential  

Integration of renewable energy resources  

More distributed energy sources: PV panels, wind turbines, heat pumps, or electrical vehicles 

are connected to the grid, to decarbonize the electricity grid (Hennig et al., 2023) . Most of these 

renewable energy sources are dependent on weather conditions, for example, the electricity 

supply generated by solar panels is dependent on the amount of solar radiation. The 

integration of renewable energy sources into the electricity grid , requires balancing between 

demand and supply, ensuring supply security and avoiding network congestion (Norouzi et al., 
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2023; S. Yang et al., 2024). The increasing amount of intermittent electricity generated by 

renewable energy sources requires more flexibility in the demand (M¿ller & Mºst, 2018).  

Forecasting the heating and cooling demand contributes to this, which results in a reduction 

of imbalances on the electricity grid, to reduce network congestion, and to reduce CO2 

emissions. The reduction of these three problems is interdisciplinary as among others social 

costs are reduced (Hennig et al., 2023) .  

 

Imbalances  

The amount of electricity supply and demand needs to be always in balance to secure stability, 

reliability, and efficiency of the electricity grid (Chaves-Ávila et al., 2013). When there is an 

imbalance in the electricity grid, this gap is filled with reserve power plants. In the Netherlands, 

the transmission system operator (TSO), TenneT is responsible for keeping the electricity grid 

in balance (Chaves-Ávila et al., 2013). The peak hours of demand and supply coincide less when 

there is a higher share of renewable energy sources integrated into the electricity grid as shown 

in Figure 4 (Goodarzi et al., 2019; Laugs et al., 2020).  

 

Network congestion  

The integration of renewable energy sources as part of the energy transition leads to an 

increase in electrification (Hennig et al., 2024; Norouzi et al., 2023; Peplinski et al., 2024) . 

Another part of the energy transition is the decentralization of electricity generation. There is 

more pressure on the electricity grid, which is not designed for an increasing load, and the 

problem of network congestion has emerged (Hennig et al., 2023; Norouzi et al., 2023) . 

Network congestion occurs on an electricity grid when the predicted demand load exceeds the 

capacity of the network (Hennig et al., 2023) . In the Netherlands, more regions must challenge 

network congestion. For parts of the Netherlands, it is harder to get a new connection to deliver 

to or to consume from the electricity grid (Hennig et al., 2024)  Network congestion is shown 

in Figure 5 for off -take capacity and input capacity in Figure 6 (Netbeheerder Nederland, 

2024) . 

 

A strategy to alleviate network congestion involves shifting the peak hours of demand to align 

more closely with the peak hours of supply, a practice known as load shifting, a form of network 

congestion (Hennig et al., 2024; Rodrigues et al., 2022; S. Yang et al., 2024). This concept is 

illustrated in Figure 7, which demonstrates how load shifting can help mitigate network 

congestion. Through load shifting, the grid can better accommodate fluctuations in renewable 

energy generation, ensuring a more stable and efficient supply of electricity to consumers 

(Rodrigues et al., 2022). This load shifting can be done by several end-users of the electricity 

grid. For example, on the Dutch market, it is possible to smart charge an electrical vehicle 
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during peak hours of energy supply, consumers receive compensation for this, or the heating 

or cooling demand of well-insulated buildings could be flexible (Hennig et al., 2024) . In 

Norway, research is done about the possibility of load shifting in an educational building. This 

research showed that a reduction of 50% of the load during peak hours by using a model-

predictive control (MPC) was possible, whereby the daily energy use was not significantly 

increased (Clauß, 2024) 

 

Figure 3: Offtake capacity map of the Netherlands on 

March 14, 2024 (Netbeheerder Nederland, 2024) 

 

Figure 4: Input capacity map of the Netherlands on 

March 14, 2024 (Netbeheerder Nederland, 2024) 

Legend: Within the red areas no transport capacity is available, and no congestion management is possible. 

Within the orange areas, no transport capacity is temporarily possible, and congestion management is 

investigated. Limited transport is available wit hin the yellow areas.  Transport capacity is available in the 

transparent areas 
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Figure 5: Daily profile of the renewable energy supply by photovoltaic and wind production, the electricity 

power and heat load (Yang & Jiang, 2024) 

 

CO2 emission reduction  

The emission of CO2 within a building depends on the building characteristics and the type of 

energy used to meet the energy demand (Pino-Mejías et al., 2017). Energy use within a building 

can be divided into; primary and secondary energy (Pino-Mejías et al., 2017; Pulido-Arcas et 

al., 2016). Primary energy is extracted or captured directly from natural energy sources. 

Examples are most of the fossil fuels than can be directly used in a building, for example,  to 

heat a building with natural gas.  The impact of these sources can be reduced by increasing the 

efficiency of using energy sources with lower CO2 emissions. The second category of energy is 

energy generated somewhere else and consumed within the building, for example, electricity 

generated by a power plant. Each type of energy has a carbon dioxide equivalent emission 

factor (CO2-eq) (Pino-Mejías et al., 2017; Pulido-Arcas et al., 2016).   

 

Energy efficiency  

With forecasting the thermal energy demand, the used energy resources can be used more 

efficiently (Kathirgamanathan et al., 2021; S. Yang et al., 2024). By accurate prediction of the 

heating and cooling demand, the building management systems can adjust heating and cooling 

schedules to meet the predicted demand. In this way, the building will only be heated and 

cooled when there is a demand. Energy waste will be reduced by preventing underheating or 

overheating of a building.  
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In the research of Merema et al. (2022), several model predictive control frameworks are 

compared on, among others, energy efficiency. The case study was a university  building in 

Belgium. The highest heating demand (all -air installations)  reduction of 55% was achieved by 

a grey box model: RC models (see Chapter 2.2.4) and occupancy-based temperature setpoints. 

A simplified calculation results in a reduction of 272.78 MWh on the yearly scale for the case 

study Haagse Hogeschool, when the yearly electricity consumption is estimated based on data 

from Centraal Bureau voor de Statistiek & Kadaster (n.d.) (40.82 kWh per m2), at 495.96 

MWh.  

2.1.2 Economic potential  

Reducing energy costs  

The challenges of imbalance on the electricity grid and network congestion emerged a growing 

interest in demand -responding mechanisms; market-based methods, network 

reconfiguration, network reinforcement, and dynamic prices (Hennig et al., 2024) . Besides the 

reduction of energy costs through a higher energy efficiency, there is the potential for a lower 

energy bill by dynamic prices (S. Yang et al., 2024). 

 

Nowadays, the electricity price for consumers is stated in energy contracts between the energy 

supplier and consumer for a fixed period (mostly 1 or 3 years) or 3 months. Energy for these 

types of contracts is purchased on the forward market, in the Netherlands (Pollitt et al., 2024) . 

Instead of a fixed or flexible energy contract, there is also the option for a dynamic contract, 

whereby the energy is purchased on the same day (Miletiĺ et al., 2022; Pollitt et al., 2024). The 

dynamic electricity price is determined by the hourly energy demand and supply curve. In the 

moments when there is more supply than demand, it is possible to get a negative price, so 

consumers are paid to use electricity at this moment. A higher price is paid in the moments 

when there is more demand than supply (Hofmann & Lindberg, 2024; Miletiĺ et al., 2022). 

This financial incentive has the effect of demand shifting from periods with low supply and 

high demand to periods with low demand and high supply. The hourly maximal consumption 

will be reduced and distributed over the day. A study from Hofmann & Lindberg (2024) about 

dynamic electricity contracts in Norwegian concludes that these types of contracts result in 

savings in the hourly electricity demand and there is the potential to lower the energy bill for 

consumers when there is the possibility to shift the demand (Miletiĺ et al., 2022).  

 

However, the electricity prices are not connected to the CO2 emissions, which results in not a 

direct  reduction of the CO2 emissions  (Dahl Knudsen & Petersen, 2016). The other option is 

to couple the heating and cooling demand with the objective of CO2 emission reduction. In this 

case, the load will be shifted to periods of low CO2 emissions. The disadvantage of this approach 
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is the not direct connection to the load. To achieve the highest CO2 reduction the heating and 

cooling demand needs to be connected to a combination of energy prices and CO2 emissions 

(Dahl Knudsen & Petersen, 2016).  

2.1.3 Social Potential  

Environmental, Social and Governance (ESG) reporting  

Stock market-listed companies are obliged to report on Environmental, Social and Governance 

(ESG). Within this framework, non -financial indicators are documented, and companies are 

allowed to choose their indicators within these three dimensions (Ferreira -Quilice et al., 2023). 

This needs to be done for the whole chain; from the inside-out perspective (regarding the 

output of a company) and the outside-inperspective  (regarding the input of a company) 

(Ferreira -Quilice et al., 2023). The first dimension: environment includes the direct and 

indirect impact of the company on the natural environment. The circumstances for the 

employees are covered in the second dimension: social. The last dimension: governance, refers 

to the way a company is managed. Besides the fact that ESGs are mandatory for stock-market 

companies, it is also preferable to report these ESGs (which can be expressed in a score (A, B, 

etc.)) for the position on the market, as the output of the company could be the input of a 

company (Bonacorsi et al., 2024). Predicting the heating and cooling demand could be used to 

report the dimension environment, estimate the heating and cooling demand and the potential 

CO2 reduction, and contribute to higher energy efficiency and lower energy costs. Forecasting 

the thermal demand could indirectly contribute also to higher thermal comfort, which satisfies 

the employees within the social part of ESG. 

2.2. Modelling and predicting heating and cooling demand 

model methods  
 

This research aims to develop a model and predict the heating or cooling demand as part of a 

Model Predictive Control system, therefore following sub -research question is be answered:  

Which models are used within Model Predictive Control to model and predict the heating 

and cooling demand of a building?  

 

The choice of the used model method is based on the available information and the prediction 

accuracy (Li et al., 2014). The types of data processing and analysing could be broadly classified 

based on the modelling method and the modelling problem into three models; white, black and 

grey box (Joseph Thaddeus et al., 2021). First, the thermal energy balance and the difference 

between static and dynamic modelling are explained.  
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2.2.1 Modelling background theory  

 

Thermal energy balance  

Analysing the thermo-physical properties of a building is an essential step for understanding 

the thermal performance of a building, leading to an estimation of the potential for energy -

saving (Rasooli & Itard, 2020) 

 

Laws of thermodynamics  

There are many forms of energy; kinetic energy, mechanical energy, electricity and heat among 

others. The first law of thermodynamics states that no energy can be wasted or created (Itard, 

2011). Energy could only be converted to another form of energy, for example, electrical energy 

to kinetic energy. In other words, the quantity of energy does not change. However, the second 

law of thermodynamics states that natural processes lead to both an increase in entropy and a 

decrease in the exergy of a system (Itard, 2011). Entropy is the degree of disorder, also called 

irreversibility. Exergy is the maximum amount of work available. High -quality energy forms 

(relatively high amount of exergy), such as mechanical work or electricity, can be fully 

converted to lower-quality energy forms (relativity low amount of exergy), such as heat. The 

reverse is not possible, heat cannot be converted to electricity with 100% efficiency (Itard, 

2011).  

 

Energy flows  

Heat can be transferred through conduction (direct contact between materials), convection 

(movement of fluids or gases), and radiation (emission of electromagnetic waves) (Itard, 2011). 

The thermodynamic principle of conversion of energy is the base of determining the energy 

balance, by inventorying the entering and internal energy flows in a building. There is a heating 

demand when the energy balance is negative. The buildings need to be cooled when the energy 

balance is positive. The energy balance within a steady-state situation for every time interval 

is calculated with the following formula (Itard, 2011):  

 

ὗ ὗ  ὗ  ὗ  ὗ   ὗ ὗ

 ὗ ȟ    
      (1) 

 

Within the energy balance of a building the three types of heat transfers are combined into four 

key energy flows: transmission, ventilation and infiltration, internal and, solar radiation. These 

energy flows are influenced by building characteristics, thermal comfort standards and 

outdoor climate (Itard, 2011).  An overview of the terms of each variable can be found in 

Appendix A.  
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Transmission heat losses occur due to a difference in inside and outside temperature 

Ὕ Ὕ  through the envelope of the building and the ground  Ὕ

 Ὕ . The heat flow through the building depends on the transfer coefficient  (╤), 

determined by the combined thermal conductivity of a material for convection and radiation, 

the wind speed, and the thermal resistance of the composed wall (Van Bueren et al., 2011). 

Heat transmission through the envelope is a sum of the four facades, dependent on the 

orientation and the roof.  

 

ὗ  ВὟ Ͻὃ ϽὝ Ὕ    (2) 

ὗ  Ὗ Ͻὃ  ϽὝ  Ὕ    (3) 

 

Ventilation is the aimed natural or mechanical air flow from between inside and outside and 

infiltration of air through cracks of the building construction. Flowing air is required to meet 

the thermal comfort standards of among others air quality (measured  by the CO2 level) and for 

security reasons (Itard, 2011). The ventilation and infiltration heat gains are calculated by the 

mass flow rate of the entering air □), multiplied by the heating capacity of the air (╒▬ȟ╪░► ) and 

the difference in the temperature of the air out of the AHU and the indoor air in the case of 

ventilation  Ὕ   Ὕ  or the temperature difference between the outdoor and 

indoor air for infiltrations Ὕ  Ὕ . 

 

ὗ   ά  Ͻ ὅȟ  Ὕ   Ὕ    (4) 

ὗ ά   ά Ͻ ὅȟ  Ὕ  Ὕ   (5) 

 

Internal heat gains are produced inside the building by people and electrical appliances (Itard, 

2011). The heat gained from the human body depends on activity, worn clothes, air 

temperature, and humidity  ὗ  . With these conditions and the occupancy (ὲ ) of a 

room or building the internal heat gains from people could be calculated. Another internal heat 

gain is electrical appliances, by using these appliances heat is released. This could be divided 

into heat gains from lighting (ὗ  ) and equipment ὗ ), where the released heat is 

determined by the type of lighting and equipment (Itard, 2011). The internal heat gains are 

calculated with the following formula:  

 

ὗ   ὲ Ͻ ὗ  ὃ Ͻὗ   ὃ  Ͻ ὗ    (6) 
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Solar radiation (in the forms of direct radiation  (ὗ   ), reflected radiation  (ὗ ), and 

diffuse radiation  (ὗ  ) influences the energy balance with the radiation entering the 

building through the windows and the absorption of the heat by the envelope. The impact of 

solar radiation is dependent on building characteristics such as orientation, size, and windows. 

The assumption could be made that the heat absorbed by the envelope of a building could be 

neglected in the case of a well-insulated building (Itard, 2011). Solar heat gains are calculated 

by the formula:   

 

ὗ  ὗ    ὗ  ὗ     (7) 

 

Heat is not absorbed by air; heat is accumulated in the thermal mass of a building. Thermal 

mass refers to the ability of a material to absorb, store, and release heat or cold over time. 

Materials with a high ability to store heat, that have a buffering effect on temperature 

fluctuations, have a high thermal mass (Itard, 2011). When the temperature of the surfaces is 

higher than the air temperature, the air is heated up by the thermal mass. This phenomenon 

occurs, for example, during the night, when the thermal mass is heated up by solar radiation 

during the day and released into the air during the night (shown in Figure 8) (Itard, 2011).  

 

Figure 6: Absorption of heat by the thermal mass of a building. The heat from solar radiation accumulates 

over the day and is released during the night when the air temperature is lower than the surface temperature 

(Itard, 2011)  

Heat gains from the accumulated heat within the thermal mass of a building are calculated 

with the formula ( Itard , 2011):  

ὗ    Вȟ Ͻ ὃ ϽὝ ȟ  Ὕ    (8)  

Equation 8  is a static model, where no time delay is included, in contrast to a dynamic model. 

The total heat gains from the thermal mass is determined by the sum of the heat transfer 

coefficient of the concerned surface (ȟ) multiplied by its surface ὃ  and the temperature 

difference between the surface and the indoor air Ὕ ȟ  Ὕ .   
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Static and dynamic modelling  

A model can be static or dynamic. In the case of the thermal energy balance, the heating or 

cooling demand is modelled at moment t, with the data of moment t , in other words there is 

no time dependency. In this formula there a no time delays used. An overview of the formulas 

used in the thermal energy balance, and the used variables with the units can be found in 

Appendix A.  

ὗ ὸ ὗ ὸ  ὗ  ὸ  ὗ  ὸ ὗ  ὸ  ὗ  ὸ

ὗ  ὸ  ὗ ȟ  ὸ   (9) 

Within these models, a single node is used (mostly the air temperature). A node in a thermal 

model represents a discrete point where temperature is measured or calculated. It is a location 

where thermal properties such as temperature, heat capacity, and thermal resistance are 

defined. 

However, as previously described, there is a delay in the heat gains from solar radiation, 

absorbed by the thermal mass of a building, on the heating or cooling demand. In Figure 8, 

heat from solar radiation is absorbed by the thermal mass during the period between t1 and t3. 

At time t4, there is no solar radiation, and the air temperature is lower than the surface 

temperature, the accumulated heat is released to the indoor air in the room. So, in this case, 

the heat gains from solar radiation can be seen after 4 hours in the temperature of the indoor 

air. Other heat gains as internal heat gains and the heating supply are also accumulated by the 

thermal mass. Within dynamic models, this delay is included by including some variables from 

times before t. For example, the indoor surface of 4 hours before, the moment the heating or 

cooling demand is modelled. 

There are different methods to cope with this time dependency.  

The first possible method is making the whole model dynamic by introducing partial 

differential equations. Partial differential equations (PDEs) are a type of mathematical 

equation used to describe the distribution of heat (or other quantities) in a given space and 

time. They allow for a more detailed and precise representation of the physical processes 

involved in heat transfer, taking into account the spatial and temporal variations within a 

system. They can be solved with formulas in the case of simple differential equations. When 

these equations becomes complex, the Resitance-Capacitance model (Rastegarpour et al., 

2020) or the Response Factors can be used 

The first method is using Resistance-Capacitance models (Rc models). In this model, several 

nodes (for example, surface temperatures, outdoor temperatures and air temperatures) are 

modelled as part of a thermal network, where the time delay is captured in the heat capacity of 
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each surface or air (Bacher & Madsen, 2011). This model is further explained in Chapter 2.2.4.  

This model uses Response Factors (Itard, 2023) . The thermal nodes within a room are 

connected by heat fluxes. Within the method for each node, an energy balance is described. An 

example is the room in Figure 9. With three thermal nodes; glass wall, indoor air and the 

(thick) back wall.  

 

 

Figure 7: simplified drawing of a room with temperatures nodes, with the influence of the sun, from the 
perspective of the thermal node T3. The heat is accumulated and released with a time delay (after Itard (2023)  

The energy balance for the thermal node of the back wall is described in Equation 10. 

Ὥ ȢὃύȢὝς Ὕσ  ὶϽὃὫὰϽὝρ Ὕσ  ὸ ϽὃὫὰϽὖίέὰ ‗
ςὝσ

ὼς
”ϽὅὴϽ‗

Ὕσ

ὸ
  π (10) 

With: 

¶ Ὥ and ὶ: heat transfer coefficient inside and outside  

¶ ὃ ὥὲὨ ὃ : surface area of the back wall and the glass wall  

¶ Ὕ: temperature  

¶ ὖ : solar radiation 

¶ ‗: thermal conductivity 

¶ ὅ: specific heat capacity  

¶ ὸ: time  

¶ ”: density  
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The last part of the Equation 10: ‗ ”ϽὅϽ‗ , described the thermal behaviour within 

in this case the back wall. This can be replaced by using response factors (ὢ) and time 

dependency, as shown in Equation 11.  

Ὥ ȢὃύȢὝς Ὕσ  ὶϽὃὫὰϽὝρ Ὕσ  ὸ ϽὃὫὰϽὖίέὰ ὢέϽὝσ ὢρϽὝσ
ὸρ   ὢςϽὝσ

ὸς

π (11) 

In this Equation, there is a time dependency of 2 hours before, this time dependency increases 

when the thermal mass of a building or room increases. These factors are calculated for each 

surface, describing the thermal performance of a wall and not describing what happened in the 

wall. These factors are calculated by describing the heat flux of both sides of the wall by a 

temperature change. 

2.2. 2 White box modelling method  

The models built with this approach are based on the known physics of the buildings which are 

used in mathematical equations based on physical knowledge (Boodi et al., 2018; Ghiaus, 

2014). These models are based on the principles of heat transfers and conservation of energy 

and mass (DrgoŔa et al., 2020).  The advantage of these models is that the variables and results 

of these models are interpreted in physical terms, which makes these models transparent. 

However, the input parameters are often unknown, besides that, these parameters are not 

often representative of the real building. Because these models include many parameters, 

which are often unknown, this complex model is not representative of the building  (Rasooli & 

Itard, 2018; Yu et al., 2024). In the case that the parameters of the white box model are known 

and accurate, a higher accuracy can be achieved (DrgoŔa et al., 2020). These models are used 

by different researchers (Coffey et al., 2010; Corbin et al., 2013)to couple them with an 

optimization problem with MPC, however , these schemes were computationally expensive 

(DrgoŔa et al., 2020). Besides that, white models are not a easily scalable option to other 

buildings (Klanatsky et al., 2023).  

An example of a white box model is the Low Energy Architecture model (LEA) developed by 

Deerns which calculates hourly energy needs for heating, cooling, humidification, lighting, 

ventilation, and equipment (Jurado L·pez, 2017). It predicts thermal energy by calculating the 

energy demand to maintain indoor air temperature set points based on the thermal energy 

balance. This model uses dynamic equations based on a resistance network (RC model) for the 

time delay of the effect of the thermal mass by transferring the stored heat through convection 

to the other indoor surfaces, which are in contact with the indoor air (Jurado L·pez, 2017).  

Energy+ is another example of a model that follows the principles of white-box modelling (Del 

Ama Gonzalo et al., 2023). This model is a comprehensive building energy simulation program 
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that can simulate heating, cooling, lighting, ventilation, and other energy flows in buildings. 

Similar to LEA, Energy+ uses detailed physical equations to represent building components 

and systems (Del Ama Gonzalo et al., 2023). Energy+ is a dynamic modelling tool that 

performs detailed, time-step-based simulations of building energy use, capturing continuous 

changes and fluctuations over time (Del Ama Gonzalo et al., 2023). However, like other white 

box models, the accuracy of Energy+ depends on the availability and accuracy of input data, 

which can be a limitation when input parameters are unknown or not accurately representative 

of the real-world scenario (Del Ama Gonzalo et al., 2023).  

2.2. 3 Black box modelling method  

 

The black box models are data-driven and statistical models based on the principle of machine 

learning (Kamel, Sheikh & Huang, 2020; Wei, 2018). These models use mathematical 

equations from statistics. These statistics are built on influential inputs to th e outputs. A 

system is modelled as a box, whereas the parameters are unknown. The input of these models 

is data from sensors in the building. More buildings are equipped with smart meters. Data from 

these real-time measurements have an increasing potential for energy monitoring (Rasooli & 

Itard, 2020). The advantage of these models is that not all building parameters are needed, 

because of this it takes less time to develop. The biggest disadvantage of these models is that it 

is harder to interpret the results of this model to better manage the heating  and cooling 

demand of the building in response to the energy supply (Jurado López, 2017). Black box 

models are easier to build than white-box models, however, a large dataset is needed to train 

this model (Klanatsky et al., 2023; Yu et al., 2024). The performance of model predictive 

control (MPC) relies heavily on the quality of models that describe the thermal behaviour of a 

building (Lin et al., 2024). Black-box models fall short in this aspect, as the results are hardly 

physically interpretable, making them less suitable for control and optimization applications 

(Klanatsky et al., 2023). 

 

Gradient Boosting is a black box model that builds an ensemble of decision trees incrementally. 

Each new tree corrects the errors made by the previous trees, resulting in a highly accurate 

predictive model. Gradient Boosting is effective for capturing comp lex patterns in energy 

consumption data but can be computationally intensive and harder to interpret due to its 

complexity  (Guo et al., 2023). 

Random Forest is another black box model that creates an ensemble of decision trees. Unlike 

Gradient Boosting, it builds each tree independently using a random subset of data and 

features (Di Persio & Fraccarolo, 2023). This method is robust and less prone to overfitting 

compared to single decision trees. It is also easier to implement and understand than Gradient 
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Boosting, although still less interpretable than white -box models (Di Persio & Fraccarolo, 

2023).  

Another model built with the principles of black box modelling is Artificial Neural Networks 

(ANN)  (Veljkovic et al., 2023) . This model approach is inspired by the structure and function 

of biological neural networks in brains, where nodes are connected by edges. Via these edges, 

signals are given to the nodes, which results in an output described by a non-linear function 

based on the inputs. The benefits of these models to predict the heating and cooling demand 

are the accurate approach to include the non-linear relations between the parameters, accurate 

prediction with a minimum amount of input parameters, and easy implementa tion with a fast 

result  (Veljkovic et al., 2023) .  

2.2. 4 Grey box modelling method  

 

For making a black box model a complete and large dataset is needed to achieve a high 

accuracy. Where for white box models the disadvantage is the lack of known building 

characteristics. The advantage of white box models is that the results can be physically 

interpreted, which is harder for black box models (Foucquier et al., 2013). A model in which 

the disadvantages of both the white and black models are resolved is the grey modelling 

approach (Kroll, 2000) (Bacher & Madsen, 2011; Raftery et al., 2011). These models are based 

on known physics of the building as on real-time data, which is obtained from sensors in the 

building (Rasooli & Itard, 2018; Wang & Xu, 2006). With this data, a set of equations is built 

by the model to determine the parameters (Rasooli & Itard, 2020).  

 

In the research of (Veljkovic et al., 2023) , a white box model (Energy+) is used to determine 

the inputs (for example the insulation value) of an ANN model, which makes it a grey box 

model. Besides combinations of black and white box models, there are models categorized as 

grey box models.  

An example of a method of a grey box model is the use of the concept of (multivariate) linear 

regression where independent variables are chosen based on the energy thermal balance 

principles. This is a statistical method used to model the relationship between a dependent 

variable (for example, the heating and cooling demand) and one or more independent variables 

by fitting a linear equation to the observed data. This linear equation has the following 

mathematical form (Chatzithomas et al., 2015): 

 

ὣ ὥ  ὦὢ ὦὢ Ễ ὦὢ     (12) 
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where ὣ is the dependent variable (for example the heating demand), ὢ, ὢ and ὢ are the 

dependent values, ὦȟὦ and ὦ are the coefficients of the variables, and ὥ is a constant (so 

when ὣ is zero) (Chatzithomas et al., 2015). This method can be used in statistical software 

such as MATLAB. In several research papers, the multivariate linear regression model is 

categorised as a black box model (DrgoŔa et al., 2020), however, as the parameters are based 

on the thermal energy balance (with among others building characteristics), this model 

method is categorized as a grey-box model. 

Another grey box model is the Resistance-Capacitance model (Rc model) (Bacher & Madsen, 

2011). In the  case of the LEA model, the RC model is used as a white box modelling method, 

with as data input physical building characteristics (Jurado L·pez, 2017). This model approach 

is a grey-box model when some parameters are known and based on physical laws, while others 

are empirically determined (DrgoŔa et al., 2020). This model is built with the modelling of the 

heat fluxes through a thermal network (based on electronic circuits) of a building. In Figure 10 

a thermal network is shown, where the heat flow flows through (shown with an arrow in the 

circuit). The heat flux is influenced by the thermal resistors and capacities of several 

temperature nodes. In Figure 10 the temperature nodes are; ὝὭ (temperature of the interior), 

ὝὩ (temperature of the envelope) and Ὕὥ (temperature of ambient (outdoor air)). The heat 

gains from the heater ‰  and the solar radiation ‰ί. The heat flows through the circuit and 

so through the temperature nodes, are determined by the thermal resistance (Ὑ) between the 

nodes and the heat capacity (ὅ) of the temperature nodes ((Bacher & Madsen, 2011). The 

driving force in this circuit (comparable to the voltage in an electrical circuit) is the 

temperature difference between the different temperature nodes. The parameters are 

estimated by the maximum likelihood. This gives the advantage that the used building 

characteristics are limited (Bacher & Madsen, 2011). 
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Figure 8: a simple thermal network as part of a RC-model, divided into different parts of the buildingё7ċĦőĲƖЮ
҂Ю~ċĬƚĲŰеЮΥΣΤΤђ 

The advantage of the implementation of a grey box model in MPC over the other model 

approaches is that the equation used in these models van be easily adapted to other similar 

buildings, this results in that only a few models can be used to represent a majority of the 

building (DrgoŔa et al., 2020). Besides that these models can be easily adapted to the needs of 

MPC solver (DrgoŔa et al., 2020):  

1. Ensuring continuity: the equations do not have abrupt changes) 

2. Linearity: equations are simple and fast to solve 

3. Differentiability: differentiability ensures that the equations can be differentiated, 

which is required for calculating gradients and performing optimization in MPC.  

2.2.5  Choice of model  

Figure 11 summarizes the implementation of white, grey, and black box models in MPC. Based 

on the descriptions of each model approach, the choice has been made to use a grey box model 

(DrgoŔa et al., 2020).  

The specific grey-box model selected for this study is a multivariate linear regression model. A 

RC models can be effective for describing physical thermal processes in buildings (DrgoŔa et 

al., 2020). However multivariate linear regression (MLR) model offers significant advantages 

in terms of simplicity, computational efficiency, flexibility and robustness ((Korolija et al. , 

2013). These features are essential to be suitable for use in MPC applications, where fast and 

reliable optimization of control actions is crucial for achieving energy efficiency and comfort 

goals (DrgoŔa et al., 2020).  
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Figure 9: the features that can achieve with white, black or grey models within MPC (DrgoŔa et al., 2020)  
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3. Research methodology 

3.1 Research gap  
 

Korolija et al. (2013) used several linear regression models to predict the annual heating, 

cooling and auxiliary energy requirements for HVAC systems. (Catalina et al., 2013) were able 

to predict the monthly heating demand for single-family residential sector in temperate 

climate. The input of the regression model were the building shape factor, the building 

envelope U-value, the window to floor area ratio, the building time constant and the climate. 

The data input of the multivariate linear regression model of (Catalina et al., 2013) were the 

building global heat loss coefficient, the south equivalent surface and the difference between 

the indoor heating set point and the sol-air temperature. 

No study has been conducted to use a multivariate  linear regression model with the indoor 

surface temperature as a data input, except the research of Jurado López (2017). Heat is stored 

within the thermal mass and released when the indoor temperature is lower than the 

temperature of the thermal mass. The indoor surface temperature has a damping effect on the 

heat transfers within the building. By including the indoor surf ace temperature as one of the 

data inputs of a linear regression model, the amount of variables could be reduced. Jurado 

López (2017) has developed a multivariate linear model with only inputs from the outdoor 

temperature and the indoor temperature. The heating demand is predicted during the opening 

hours of three TU Delft buildings. However, there was no actual data available, a physical-

based model was used to simulate the data inputs. The research gap is that this model needs 

to be validated with actual data, and when needed to improve this model and when possible to 

predict the heating demand for 7 hours. This prediction time is set by the Brains4Building 

project, with taking in considering the horizon of the other parts of MPC, for example the 

electricity market and the power plants.  

This research is building further on the model developed by Jurado López (2017). In this 

chapter the developed multivariate linear model by Jurado López (2017) to predict the heating 

and cooling demand is described.   

3.2. Multivariate linear regression model method  
 

The key objective of building a mathematical model with the linear regression model is to 

combine variables, to define a correlation to predict the heating or cooling demand of a 

building.  
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Equation 10 shows the analytical form of a multivariate linear regression model to model the 

heating or cooling demand. The dependent variable (in this case the heating or cooling 

demand) is predicted with the use of independent variables and coefficients. Examples of used 

independent variables are weather conditions and measured temperatures. These independent 

variables can be measured, which makes this model relatively simple to use. In the case there 

are multiple independent variables, a multivariate reg ression model is developed.  The building 

and system characteristics are captured in the coefficients, which are obtained from training 

the model with historical data. As explained in Chapter 2.2.2. the building and system 

characteristics are not always known, for example, in a white box modelling method, however, 

with this type of model, a grey box modelling method, these building and system characteristics 

do not need to be exactly known.  

 

ὗ ὅ  В ὅϽ ὢȟ  (13) 

¶ ὗ: the dependent variable, the (hourly) heating or cooling demand 

¶ ὅ: the constant, the expected value of the dependent value when all the independent 

variables are set to zero. This constant is in most case positive (when the dependent 

variable is positive), however, it can be negative when the model is inaccurate, which 

results in a compensating constant.  

¶ ὅ: the coefficient corresponding to the impact of the independent variable on the 

dependent variable  

¶ ὢ: the independent variable, with M parameters  

 

The independent variables change over the used time step, therefore it is needed to express 

this formula in a matrix form (shown in Formula 11). This has also the advantage of making it 

more efficient to use thi s approach in the software MATLAB. 
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ὗ  ὅ  ὅ Ͻ ὢ ȟ  ȣ  ὅ Ͻ ὢ ȟ

         ể     ὅ  ὅ Ͻ      ể     ȣ  ὅ Ͻ    ể             Ȣ

ὗ   ὅ  ὅ Ͻ ὢ ȟ  ȣ  ὅ Ͻ ὢ ȟ

    (15) 

¶ ὸ: time step, for example, hour 1 until hour 8760 for a whole year, then N = 8760  

¶ ὅ: constant  

 

Formula 14 is expressed by a system of equations in Formula 15. Per time step the heating or 

cooling demand is calculated with this formula, where the independent variables are changing 
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per time step, which results in a different heating or cooling demand per time step. The 

dependent and independent variables are known, and with this data, the model is trained to 

determine the best-fitted coefficients (what corresponds to the relation between the dependent 

and independent variables) and the constant.  

 

With this approach, the most significant parameters are chosen to determine the heating or 

cooling demand with the highest accuracy possible. This accuracy is determined by the pre-

selection of the parameters, to be candidate to use in the model. The selection of parameters 

will be based on the thermal energy balance (described in Chapter 2.2.1). With these 

parameters, all different possible linear equations are tested based by the stepwiselm function 

in MATLAB . The accuracy and the selection of the parameters are established with a search 

procedure and statistical criteria described in Chapter 3.4. With this MATLAB  function  it is 

possible to use ólinearô or óinteractionsô in the stepwiselm code. The first option includes only 

the independent variables as a single data input, for example, the outdoor temperature 

(╣▫◊◄▀▫▫►). The second option, gives the possibility to use a combination of two independent 

variables, which are correlated to the heating or cooling demand, for example the outdoor 

temperature (╣▫◊◄▀▫▫►) and the indoor temperature (╣░▪▀▫▫►╪░►). There are two options of 

combing these two independent variables, it could be multiplied by each other or divided by 

each other, the function determines which option has the most influence on the heating or 

cooling demand.  

3.3 Data input model and formulas  
 

In Chapter 2.2.1 the thermal energy balance is described. As the multivariate linear regression 

model is categorized as a grey box model, the independent variables are selected on this 

thermal energy balance. Equation 1 derived from  the thermal energy balance is rewritten to a 

multivariate  linear regression equation, shown in Equation 16. 

ὗ  ὡ ὅ ὅ Ὕ Ὕ  ὅ Ὕ  Ὕ  ὅ Ὕ  

Ὕ  ὅ ὠ ϽὝ Ὕ  ὅ ὗ  ὅ ὗ

 ὅ Ὕ Ὕ   (16) 

In Table 1 an overview is given of the physical significance of the coefficients. The coefficients 

are calculated by the multivariate linear regression model, therefore for the associate variables 

in Table 1 do not need to be included in the model. 
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Table 1: physical significance of Equation 16 

Coefficient Physical significance  

C1 ὅͯ ὟϽὃ  

C2 ὅ Ὗͯ Ͻὃ  

C3 ὅ ὓͯ Ͻὅ  

C4 ὅͯά  ά Ͻὅ  

C5 ὅ ͯ ὩὪὪὩὧὸ έὪ ίέὰὥὶ ὶὥὨὥὸὭέὲ  

έὲ ὸὬὩὶάὥὰ ὨὩάὥὲὨ 

C6 ὅ ͯ ὩὪὪὩὧὸ έὪ ὭὲὸὩὶὲὥὰ ὬὩὥὸ ὫὥὭὲί έὲ ὸὬὩὶάὥὰ ὨὩάὥὲὨ 

C7 ὅ  ͯϽὃ  

 

The variables that could  be included in the model to follow the thermal energy balance, based 

on Equation 16 are:  

¶ Ὕ : outdoor temperature  

¶ Ὕ : indoor air  temperature  

¶ Ὕ : floor  temperature 

¶ Ὕ   : temperature of ventilation air entering the room 

¶ ὠ : wind speed  

¶ ὗ : solar heat gains  

¶ ὗ : internal heat gains  

¶ Ὕ : indoor surface temperature 

The multivariate linear regression model will calculate the coefficients of each variable and will 

determine if a variable needs to be included based on the statistical  validation and search 

procedures as described in Chapter 3.4. In this research, the choice is made to exclude ╣▫◊◄ ═╗╤ 

as an independent variable, to avoid double counting  as this variable is used to calculate the 

heating and cooling supply of the ventilation (see Chapter 5.5). Jurado López (2017) developed 

two models based on these principles.   

Model 1 : dynamic model excluding  the indoor surface temperature  

The first model of (Jurado López, 2017) was built with the independent variables of measurable 

temperatures and variables, however, in this model the indoor surface temperatures are 

excluded, because these temperatures are often not measured. The general equation of this 

model is Equation 17 within Table 2 the physical significance. 
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ὗ   ὡ ὧέὲίὸὥὲὸ ὅ Ὕ  ὸ  ὅ Ὕ  ὸ  ὅ ὠ  ὸ

 ὅ Ὕ   ὸ  ὅȟ ȟ  ὗ ȟ ὸ ρ  ὅȟ  ὗ ȟ  ὸ σ

 ὅ ὗ  ὸ ὅ ὗ  ὸ   (17) 

Table 2: detailed overview of the physical significance coefficients of the coefficients used in Equation 17  

Coefficient Physical significance  

Ca ὅ ͯ Ὗ Ͻὃ ὠ  Ͻ ”  ὠ  Ͻ πȢρυ
υ
Ͻ”  

Cb ὅ ͯ Ὗ Ͻὃ

  Ὗ Ͻὃ  ὠ  Ͻ ”  ὠ  Ͻ πȢρυ
υ

Ͻ”  ά  Ͻ ὅ   Ͻ ὃ    

 

Cc ὅ ͯ ὠ  Ͻ ”  ὠ  Ͻ πȢρυ
υ
Ͻ”  

 

Ce ὅ ͯ ά  Ͻ ὅ   

 

Cf,int,1a ὅȟ ȟ  ͯ  Ͻ ὃ   

Cf,solar3a ὅȟ ȟ  ͯ ὩὪὪὩὧὸ ὺὥὶὭὥὸὭέὲ ὸέὸὥὰ ὬέὶὭᾀέὲὸὥὰ ίέὰὥὶ ὶὥὨὭὥὸὭέὲ έὲ ὸὬὩ ὬὩὥὸὭὲὫ ὨὩάὥὲὨ 

Cg ὅ ͯ ὩὪὪὩὧὸ έὪ ίέὰὥὶ ὶὥὨὥὸὭέὲ έὲ ὸὬὩὶάὥὰ ὨὩάὥὲὨ 

Ch ὅ ͯ ὩὪὪὩὧὸ έὪ ὭὲὸὩὶὲὥὰ ὬὩὥὸ ὫὥὭὲί έὲ ὸὬὩὶάὥὰ ὨὩάὥὲὨ 

 

Within this model , the indoor surface temperatures are replaced by making the model 

dynamic, by including the internal heat gains of 1 hour before (Cf,int,1a) and the solar heat gains 

by 3 hours (Cf,solar3a).  

The accuracy of the model's predictions for the dependent variable varied from 73.5% to 90.7% 

in the case studies of Jurado López (2017)  

Model 2: static model including the indoor surface temperatures  

In the second model of (Jurado López, 2017), the indoor surface temperature is included along 

with the independent variable outdoor temperature, resulting in an impressive R2 value range 

of 96% to 99% With excluding the indoor surface temperatures it was possible to exclude the 

other variables; Ὕ , Ὕ  ȟὠ ȟὗ  Ǫ ὗ . This could be done because the 

influences of these variables on the heating or cooling demand are captured by the thermal 

mass of the building.  The general equation of the second model is:  
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ὗ   ὸὡ ὧέὲίὸὥὲὸ ὅ Ὕ  ὸ  ὅ Ὕ  ὸ   (18) 

Table 3: detailed overview of the physical significance coefficients of the coefficients used in Equation 18 

Coefficient Physical significance  

Ca ὅ ͯ Ὗ Ͻὃ ὠ  Ͻ ”  ὠ  Ͻ πȢρυ
υ
Ͻ”   

Cf ὅ ͯ  Ͻ ὃ   

 

Both models are developed by simulated data (by the white box model: LEA). Within this 

research, the models will be tested with actual data and, when necessary, improved. The used 

function of modelling and predicting the heating and cooling demand is stepwiselm 

Mathworks (n.d.) with the discussed in the next section statistical validation and search 

procedure.  

3.4 Statistical validation and search procedure  
 

To build a multivariate linear regression model with dependent variables and independent 

variables, a statistical validation and search procedure is used, to select the significant 

variables, wherefore an hypothesis is described in Chapter 6.2.  

The data for the opening hours is split up into  two parts:  

1. Training data set : the first part  (80% of the data set) including the heating or cooling 

demand is used to train the model, whereby the modelled heating or cooling demand 

is compared to the actual heating and demand based on the described statistical 

concepts in this chapter.  

2. Test data set : The other 20% of the data set is used with the developed model to 

predict the heating or cooling demand. The accuracy of the prediction is determined by 

the comparison between the heating or cooling demand of the dataset and the predicted 

heating or cooling demand. 

The model is created using the MATLAB statistical toolbox's stepwise regression function. This 

function helps to develop a regression model for the dependent variable - in this case, either 

the heating or cooling demand - based on different independent variables. By testing various 

independent variables, the function determines the most effective combination of variables to 

accurately predict and model the thermal power. The statistical validation and search 

procedure consists of three major analysis concepts: 

1. Residuals of the data set  
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Residuals refer to the discrepancy between the predicted or modelled dataset and the actual 

observed data. The ultimate objective of utilizing a model is to ensure that the predictions are 

as accurate as possible. Therefore, the mean of the residuals must be (almost) zero for each 

value of X , the variance is approximately constant for all X  values, and the distribution 

conforms to a normal distribution.  

2. Individual significant level of the variablesô coefficients estimated   

The significance of variable coefficients is assessed using p-values and t-statistics to test 

hypotheses and determine the significance of independent variables to determine which 

variables need to be included in the linear regression model (Chatzithomas et al., 2015).  

- The p-value  measures the probability that the observed data would occur under the 

null hypothesis, indicating the statistical significance of the results. When the p -value 

is less than 0.05, a significant level for rejecting the null hypothesis is indicated. A p-

value below 0.05 is indicative of statistical significance and allows for the rejection of 

the null hypothesis. This means that there is a less than 5% chance that the observed 

results occurred purely by chance (Chatzithomas et al., 2015). The parameters with a 

p-value of less than 0.05 will be included in the model while parameters with a p-value 

greater than 0.1 will be removed. These thresholds are based on the stepwise regression 

function.  

 

Despite the standard exclusion of the independent variables with a p-value > 0.05, the 

results showed that independent variables with a p-value <0.05 were included, 

therefore an for-loop is added, to adjust the model by extracting the insignificant 

independent variables. In some cases, the constant has a p-value above 0.05, the 

constant is not checked with  this for -loop.  

 

- The t -statistics  provides information on the significance of a variable's contribution 

to the model. A higher t-statistic value indicates a greater contribution to the fit of the 

curve. This value is calculated by dividing the estimated coefficient of a variable in a 

regression model by the standard error of that coefficient (Chatzithomas et al., 2015). 

The t-statistics value can be negative or positive, what indicates a negative or positive 

relation between the independent and dependent variable.  

-  

With each introduction of an independent variable in the model, the p -values and the t-

statistics will be calculated. The variables with a p-value between the range will be included in 

the model and their priority will be determined based on their t -statistics. 

3. Significance of the model 
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Once the independent variables have been chosen, it is crucial to evaluate the model's 

significance. There is a risk of overfitting the model if too many independent variables are 

selected, which can lead to poor predictive performance. The model may become too sensitive 

to minor changes in the training dataset, resulting in overreacting to these changes. To avoid 

this, another concept in statistics is used: the coefficient of determination (R 2), the adjusted 

coefficient of determination (R 2 adjusted), and the root mean square error (RMSE).  

The coefficient of determination ( R2) is a statistical measure that determines the 

accuracy of a model to predict the dependent variable. The value of R2 lies between 0 

and 1, where 0 signifies that the linear regression model cannot predict the dependent 

variable and 1 indicates that the model can accurately predict the dependent variable. 

Values between 0 and 1 indicate that the model can predict the independent variable to 

some extent. In most cases the R2 value is positive, in some extraordinary cases, this 

value can be negative, when the model performs very poorly.  The goal is to achieve the 

highest R2 possible, but this could result in overfitting (Everitt & Skrondal, 2020). To 

avoid this, the adjusted R2 and RMSE are used. 

- The adjusted coefficient of determination ( R2 adjusted ) is a measure of how well the 

data points fit on a curve or line, which takes into account the number of terms used in 

the model. The R2 adjusted value will increase when significant parameters are added 

to the model but will decrease when less significant or non-significant parameters are 

added (Everitt & Skrondal, 2020). Also the R2 adjusted value is normally positive, but 

can be in the case of a very inaccurate model negative, what can be caused by 

insignificant variables, what results in adding noise instead of information.  

 

- The Root Mean Square Error ( RMSE ) indicates the standard deviation of the actual 

data points from the regression line. A lower RMSE indicates a relatively good 

prediction of the dependent value (Everitt & Skrondal, 2020). Another option is the  

Mean Absolute Error (M AE). This is a measure of prediction accuracy that calculates 

the average absolute difference between the predicted and actual values, giving equal 

weight to all errors  (Everitt & Skrondal, 2020). The advantage of RMSE over MAE is 

the sensitivity  to outliers. This means that larger errors have a disproportionately large 

impact on the RMSE, which is useful for this application where accuracy for each time 

step is critical (Everitt & Skrondal, 2020). 

3.5 Data analysis  with Pearson -correlation coefficients  

To understand the correlation between the chosen parameters (based on the thermal energy 

balance (as described in Chapter 2.2.1 and Appendix A), x in Equation 19, and the heating or 
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cooling demand, y in Equation 19, correlation matrixes will be made, presented in Chapter 6.2. 

The values within these matrixes are calculated in MATLAB with the Pearson-correlation 

coefficient principle, shown in Equation 19:  

ὶ  
ὲВὼώ Вὼ Вώ

ὲВὼ Вὼ ὲВώ Вώ  

ρω 

The coefficients could be positive or negative, which indicates the relationship. In the case of a 

positive relation [> 0, max 1], the heating or cooling demand increases when the parameters 

increase, for the negative relations [< 0, max -1] this is the inverse, when the value of the 

parameter increases, the heating or cooling demand decreases. The correlations are 

categorized with the ranges in Table 4, after the categories in  Zou et al. (2003). 

Table 4: categorisation of the Pearson correlation values, based on Zou et al. (2003) 

Pearson correlation coefficient (r) value Strength Direction 

>  0.5 Strong Positive 

0.3 to 0.5 Moderate Positive 

0 to .3 Weak Positive 

0 None None 

0 to ï 0.3 Weak Negative 

ï0.3 to ï 0.5 Moderate Negative 

< ï 0.5 Strong Negative 

3.6 Calculation of the delay  (▪) 

Within the research of Jurado López (2017), the time delay (ὲ) of the internal heat gains and 

the solar heat gains are determined with the use of a graph of the normalised independent 

variables and the dependent variable: heating or cooling demand. This method is applied on 

the data set of this research, shown in Appendix J. It is hard to conclude from this graph what 

the time delay between the cooling demand the solar light intensity and the internal heat gains 

is, as the patterns are not following each other.  

Therefore the choice is made to determine the delay by the cross-correlation function in 

MATLAB. This function calculates based on the Pearson-correlation coefficient at which time 

delay the correlation between the independent variable and the dependent variables is the 

strongest. Thereby the maximum possible time delay is set on 1 day (144 timesteps with 

timesteps of 10 minutes). In contrast to the scope of this research: the opening hours, the time 

delay is calculated with the data set of all the hours. With this the independent variable values 

of before the opening hours are also included. For the static models the data set for only the 
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opening hours is used. In the case of the dynamic model the dataset of all the hours is used, 

whereby the condition is set that only the heating or cooling demand is included during 

opening hours, whereby it is possible use the values of the delayed independent variables from 

before the opening hours. The independent variables with a delay are included twice, first with 

the current value, so at moment t, second with the delayed value, at moment t ï n. It was not 

possible to use the values between these two points, because the modelling time was exceeding 

the practical use.  

3.7 Dealing with NaN and interpolation  

Within the gathered data, there are some points with no data, expressed with NaN. This can 

be due a fault in the meter for a short period. In the whole code it is included that these rows 

will be skipped. Another option is to change NaN to 0, however, this gives a distorted picture 

of this value, therefore the choice is made to keep these values as NaN. There are independent 

variables with another timestep, these data points are linearly interpolated with the óinterp1ô 

function in MATLAB. The independent variables wherefore this method is used will be 

explained in Chapter 5. 

 

 

 

 

 

 

 

 

 

 

 

  



44 
 

4.   Description and analysis case study  

The building and operational characteristics of the case study are described to gain knowledge 

to analyse the data set and to determine the available parameters of the predicting model, 

whereby the following sub-question will be answered:  

What are the main building and operating characteristics and how is the building heated 

and cooled? 

4.1 Overview building  
 

In 2009 the location of the Haagse Hogeschool, Academy for Engineering (around 1200 

students) was built on the TU Delft campus (shown in figure 12). The building was the first 

educational building with an energy label of A++ (Bouw Wereld, n.d.). The building 

automation  system within the building can be controlled on a demand-driven basis. This 

demand is primarily determined at room level by the presence of users and their wishes for the 

indoor climate. The building is designed to facilitate study material  for student to research, 

which makes this building a suitable case study. Plans are made to install wind turbines and 

make use of a fuel cell when these technologies are further developed (Syb van Breda & Co, 

n.d.).  There are four building layers, including a basement used for the installations and as 

bicycle storage (Syb van Breda & Co, n.d.). Cars can park on the roof, where also solar panels 

and collectors, and an asphalt collector are installed. These solar panels are used as study 

material , for research, the solar collectors are used for hot tap water. The inside walls (from 

now called system walls) can be replaced, which makes the building flexible.  

 

Figure 10: Drawing of Haagse Hogeschool in Delft (Syb van Breda & Co, n.d.) 
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4.2  Building characteristics  

The building characteristics are based on a  non-public  report by Peutz.  

An overview of the building characteristics is given in Table 5.  The building has a relatively 

high envelope/floor ratio (= 0.76), which in general indicates a higher heat gain in the summer 

and heat loss during winter. The building has a relatively high window/façade area ratio, which 

indicates a high influence of solar heat gains on the thermal demand (the highest at the North-

West façade and the lowest at the North-East façade indicated by the window/façade ratio of  

0.60 and 0.25, respectively). These effects are reduced by the relatively high insulation value 

of the façade (Rc = 4 m2K/W and U = 0.24 W/m 2K) and the low g-value ( = 0.25) of the 

windows. This indicates that there will be a small correlation between the therm al demand and 

the outdoor parameters. The floors with floor heating and cooling and concrete construction 

columns are expected to have a relatively higher thermal mass ( = 400 kg/m2) than the inner 

system walls (thermal mass unknown).  However, the time-delaying and dampening effect on 

the air temperature described in Chapter 2.2.1 is expected to be decreased by the high 

envelope/floor area ratio.  

 

Table 5: Overview of the building characteristics of the case study  

Parameter  Value  Unit  

Floor area  12150 m2 

      Educational function  4140 m2 

      Meeting function  4987 m2 

      Office function  1993 m2 

      Common function  985 m2 

Ratio envelop area (walls + windows + roof)/floor area*  0.76 - 

Insulation value (Rc)  4 m2K/W  

U-value façade  0.24 W/m 2K 

U-value windows 1.7 W/m 2K 

g-value windows 0.25 - 

U-value doors 3.2  W/m 2K 

Specific thermal mass of building (floor)  400 kg/m 2 

Ratio window area/façade area   

      South-East 0.29 - 

      North -East 0.25 - 

      North -West 0.60 - 

      South-West 0.58 - 

      Roof 0.12 - 

* excluding the basement  
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4.3  Thermal systems  

Information provided about the thermal systems is based on a non-public report by Peutz 

and the technical description of the ónaregelingenô of DWA.  

The building is equipped with heat and cold storage in the ground in combination with an 

electrical heat pump (ground water source), an asphalt collector (500 mĮ) on the roof, and HR 

boilers (to supply heat during extremely high demand peak moments). A more detailed view of 

the building including the installation can be found in Appendix B. Under the building, there is 

an aquifer thermal storage, where warm and cold water is separately stored for one season. 

In the summer, the building is cooled with cold water, which is heated up after cooling and 

injected back into the warm source. During the winter, warm water is extracted from this warm 

source, and with a heat pump, this heat is brought up to the desired temperature to heat the 

building. The cooled-down water will be injected into the cold sources. In the Netherlands, it is 

obligatory to keep the heat and cold storage in balance; therefore, the asphalt collector is 

installed on the roof. Water flows through the pipelines through the roof and driving lane. 

Additionally, there is also an air heat exchanger for additionally loading cold or warmth, which 

helps in balancing the thermal energy storage more efficiently. 

As stated earlier, on the room level there is more cooling than heating demand; however, on the 

building level, this is reversed. This can be explained by the fact that the asphalt on the roof is 

heated by the collector to prevent frost on the roadway for the cars on the roof. 

Connected to the aquifer thermal storage is a heat pump. This heat pump provides warm water 

to the floor heating system and the air handling unit . In the summer, the heat pump works as 

a chiller and delivers cold water to cool the rooms with the floor system, climate ceiling, 

additional active ceiling panel s and air handling unit . This heat pump can deliver heat and cold 

at the same time. Cold can also be directly delivered by the cold storage of the aquifer thermal 

storage when the cold load is not too high, the heat pump is not used as a chiller   

 

The floor is heated or cooled by a floor heating and cooling system, per floor there are two 

groups; North and South. The heating and cooling pipes go to the floor groups from the heat 

pump and boiler . Per group heating or cooling is possible, but it is not possible to heat or cool 

at the same time with this installation. Each room has its valves, which can be opened or closed 

to receive heat and cold (for the ventilation system this is shown in Appendix D), which is 

determined by the occupancy and temperature sensors in the room. The floor system supplies 

the base heat or cold, however, the disadvantage of this system is the time delay due to the 
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thermal mass of the system. Additional heat can be supplied by the climate system where 

mechanical ventilation is installed. This system is also used for additional cold, besides that, in 

some rooms additional active ceiling panels (shown in Figure 13). These heating and cooling 

systems are summarized in Table 6. 

 

Besides additional heating and cooling, the mechanical ventilation system is used to secure 

good air quality. This is an exhaust & supply system with heat recovery (exhaust air ducts 

shown in Figure 14). The amount of fresh air supplied by this system is determined by 

occupancy and temperature sensors in the rooms. Outside air is cleaned and preheated by the 

recovery (in the air handling unit (AH U), and there is additional heating and cooling through 

two coils connected to the heat pump/boiler or chiller . Humidity and temperature are 

regulated by extracting humidity from the extracted air (only during summer by deep cooling) 

and by recycling the heat.  

 

In addition to the heat pump, HR boilers are installed. During high-demand peaks of heat, 

these boilers can deliver additional heat besides the heat pump. On the roof, 21 m2 of solar 

collectors are installed to deliver together with the HR boiler, heat for hot tap water.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Active ceiling panels used for additional cooling in several rooms (own picture)  
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Figure 12: Exhaust air ducts of the exhaust & supply system to supply fresh air and for additional heating or 

cooling (own picture)  

 
 

Table 6: Overview of installations for heating and cooling in the Haagse Hogeschool in Delft  

Demand  Supplied by  

Heating  Floor heating or cooling  

Air heating and cooling by mechanical ventilation  

Cooling Floor heating or cooling  

Air heating and cooling by mechanical ventilation  

Additional active ceiling panels  

4.4  Operating characteristics  

Information provided about the operating characteristics is based on a non-public technical 

description of the ónaregelingenô of DWA. 

At room level, the desired air temperature is set, in general for offices at 21,5 °C and lecture 

rooms at 21 °C. In each room, there is a thermostat, which can be used to change the 

temperature set point. However, this option is not used now, the temperatu re setpoints are 

changed by the building managers, where occupants of the room can give their preference.  In 

practice, each room has a different temperature set point.  The room is cooled or heated when 

the temperature set point is higher or lower than th e air temperature of the room. As the 

heating and cooling demand is connected to the air temperature (influenced by the occupancy, 

solar gains, infiltrations and the indoor surface temperature), a correlation between the air 

temperature and the thermal demand is expected.   
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To optimise the energy costs and to shave the peaks for heating and cooling, the installations 

are released or blocked according to time switches (ótijdschakelklokkenô), which are correlated 

to the opening hours: 

 

¶ Opening hours: Monday ï Thursday 8 - 23 and Friday 8 ï 19 

¶ Closing hours: Monday ï Thursday 23 - 8, Friday 19 - 8 and weekend 

 

Due to the thermal inertia of the floor heating and cooling, the time switch of this installation 

is during the early morning. When this installation is switched off, the ventilation and panels 

can switched on, according to the time switches. The ventilation is switched on when there is 

a release from the time switch, occupancy is measured for a minimum of 10 minutes or a high 

CO2 content is measured. The ceiling panels are switched off when the windows are closed. 

During closing hours there is no heating or cooling, except when there is occupancy measured.  

4.5 Selection of rooms  

The Haagse Hogeschool Building in Delft is designed to be used as study material. The whole 

building is equipped with sensors. In the so-called test zone, there are more sensors installed. 

In Figure 15, a map of the test zone can be found. Rooms within this test zone are selected to 

use as a case study. Within this test zone, two rooms are selected based on the different usages 

of the room, orientatio n, area and thermal mass (as shown in Table 7). The rooms are supplied 

with heat and cold by the same type of installations; floor heating and cooling, ventilation and 

panels. The two rooms are opposite to each other on the first floor of the building, with a 

corridor in between, as shown in Figure 15.  

The first room is an office for 6 teachers, at the south façade, with a floor area of 50.82 m2.  The 

office has a glass wall to the corridor and four windows in the south façade. There are six desks 

in the room. The other room is a classroom for 46 persons, at the courtyard, facing north, with 

a floor area of 78.11 m2. The classroom has two glass doors to the corridor because the system 

walls are replaced, to get a bigger classroom. The four windows are facing the courtyard. The 

thermal mass of the classroom is higher than the office, as the office has a glass wall instead of 

a system wall. It is expected that the classroom is less exposed to weather conditions than the 

office, as the classroom is adjacent to the courtyard. These rooms are within the test zone with 

more sensors than the rest of the building , however, the indoor surface temperature is not 

measured by the existing sensors. Therefore, the indoor surface temperature is measured with 

self-placed sensors.  In Figure 16 a simplified visualization of the two rooms is shown, with the 

placed indoor surface temperature sensors. In this Figure, only the used sensors for data 

collection are shown (further explanation in Chapter 5.7).  
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View from courtyard  faced north 

 

 

  

 

 

 

 

 

Figure 13: map of the test zone with the  

selected rooms and pictures of the  

corresponding facades 

Room 1.071 

Office 

 

Room 1.074 

Classroom 

Faade south 






































































































































































































































































